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Abstract—With the progress of the Internet and the 

dependence on mobile devices, the importance of advanced 

technologies and methodologies for protection in the intrusion 

detection domain escalates to unseen levels. Even though there 

are many established machine learning security methods, more 

work is needed in the Reinforcement learning area. This paper 

aims to create a survey and outline the recent progress in the 

Reinforcement learning field applied to intrusion detection and 

emphasize the importance of further research in this area. 
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I. INTRODUCTION  

With the advances of the pandemic situation worldwide, 
we found ourselves in an unpredictable and unforeseen 
environment. We all face the decision of whether we should 
go back to basics or continue living our lives with the 
same standard and amenities as before, but becoming almost 
entirely dependent on the Internet. We are highly reliant on 
new software and hardware technologies that are vulnerable 
and need to be steadily protected. Reinforcement learning 
(RL) is a machine learning approach widely used in robotics, 
where an agent has to make decisions in an unknown and 
sometimes changing environment. The utilization of this 
popular method is limited in the intrusion detection domain. 
Consequently, this paper will emphasize the necessity for 
more research in RL for security applications and outline the 
recent advances in the method applied to intrusion detection 
(ID). 

II. OUTLINE OF THE REINFORCMENT LEANRING METHOD 

IN INTRUSION DETECTION 

A. Environment as a Markov Decision Process 

RL is a machine learning technique that helps a particular 
agent decide what actions to take in an unknown environment. 
It allows the agent to observe and analyze a situation and 
select the best possible action based on an expected 
maximized return. The agent learns to take the most proper 
action by representing the environment as a Markov decision 
process (MDP). MDP is based on a 5-tuple (S, A, T, R, γ) 
where S stands for the set of states,  A denotes a set of actions, 
T is a transitional probability: going from one state to another, 
R is a reward function, and γ is a discount factor.  

The agent learns from the environment, and he can interact 
with it based on a trial-and-error approach. The process starts 
with the idea that the agent finds himself in a particular state, 
then takes action, receives feedback, and transitions to another 
state.The possibility for a classification machine learning 
approach is the goal when the method is applied to ID. It 
is the act of representing a particular system as a set of labeled 
instances, learning the dependence of the factors and its 

corresponding label, and then predicting the label of a set of 
unlabeled networks as most accurately as possible. The RL for 
ID has to know how to assign each instance from the system 
to a specific label. The classification process occurs based on 
consecutively evaluating the characteristics of the network 
and assigning labels. The different labels in general represent 
the states of the network, whether it is in a normal state or 
under the possible types of attack. The attacks are usually 
represented in four main categories Denial-of- Service (DoS), 
Probing, User to Root (U2R) and Remote to User (R2L). The 
goal is to create a learning algorithm or procedure that will 
focus only on the relevant information in the system and stop 
the process once the classification is done. To achieve this 
goal, we have to represent the various elements of the 
intrusion detection system as a MDP and apply the RL 
concept. For example, the action set could be: continue, 
classify the state of the network as being under a particular 
type of attack or not and stop. The choice of each action 
depends on the state that the decision agent is currently in. 

The choice of action a , given the state s is called the policy 
π of the classifying agent [1]. A policy π is defined as the 
conditional probability of selecting different actions given 
every state s. The evaluation of policy π can be performed with 
the creation of an action-value function. The objective is to 
create an action-value function qπ(s, a) (1), to obtain the 
maximum value of the function across all policies, by using 
the Bellman optimality equation for the state-value function 
(4) or the Bellman optimality equation for the action-value 
function (3). The action-value function under policy π, with 
a discount factor γ and return R at time t and episode k is: 

qπ(s, a) = Eπ[  ∑ γk∞
k=0 Rt+1+k| St = s,  At = a], ∀𝑠 ∈ 𝑆 (1) 

The state-value function under policy π: 

vπ(s) = Eπ[  ∑ γk∞
k=0 Rt+1+k| St = s], ∀𝑠 ∈ 𝑆                   (2) 

It represents the cumulative discounted expected return 
for each episode k at a time t, conditional on the states St = 
s that the agent needs to explore and the possible 
corresponding actions he has to take. Bellman optimality 
equation for q∗ is: 

q∗(s, a) = ∑ p(s′, r| s, a)  [r +  γ  max
a′

q(s′, a′)]s′, r     (3) 

Bellman optimality equation for v∗ is: 

v∗(s)  = max
a

∑ p(s′, r| s, a)s′,r  [r +  γ v∗(s′)]             (4) 

The learning of the structure process is based on two 
possible approaches. The first is called a model method, where 
the agent has to estimate the transition probabilities to solve 
the MDP. The second approach is called a model-free 
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approach, where the agent optimizes the action-value function 
without knowing the transitional probabilities. 

B. Temporal Difference Method for Estimating the Value 
Function. 

The Temporal Difference (TD) is a approach utilized to 
calculate the current state-value function based on the 
expected reward, and it is dependent on the future values. 
It is approach that helps to estimate the state-value 
function. An advantage of estimating the state-value function 
is that the agent does not have to wait for the final reward to 
be received. In general, he has to wait for the reward before 
updating the actions and the states so he can continue in 
the next state. Once the agent acquires the last reward, he 
traces the route to the final state and updates each value. The 
procedure may be described with the following equation: 

v(st)  = Eπ [R0 +  γ vπ (st)̂ | St  =  s], ∀𝑠 ∈ 𝑆                  (5) 

Temporal Difference (TD) is a model-free RL approach. 
It learns by evaluating the state-value function using the 
estimated distribution of the current value. It is based on 
the state-value function (2) under policy π. In equation (5) 

R0 +  γ vπ (st)̂  is an unbiased estimator for vπ(s). 

V(St)  ←  V(St) + α[Rt − V(St)]                                      (6) 

In [2], the authors present a straightforward derivation 
of a Least-squares temporal difference (TD) algorithm. It 
is a model-based reinforcement learning approach and 
implements a TD method for estimating the value functions, 
integrated with supervised linear regression. Vπ can be 
represented and learned precisely in a small discrete state 
space X. The classical algorithm starts with the idea that the 
agent finds himself in a particular state and uses the transition 
probability so far, together with the reward function. The 
author creates a Markov chain model with the following 
sufficient statistics: a vector n that reports how many times 
each state has been visited; a matrix T with the counts of the 
transitional probabilities and a vector s that represents the sum 
of all rewards after leaving a particular state. The decision 
agent creates and solves a linear system of Bellman equations 
every time he expects a new estimate of the value function 
Vπ. This model-based approach differs from the TD(λ), a 
model-free approach to the same problem. TD(λ) does not 
keep any statistics for the rewards and the transitional 
probability, but it amends the values function until it 
converges to an optimal Vπ.  

Various RL procedures are employed to maximize the 
expected action-value function. We can categorize them into 
two classes: on-policy and off-policy methods, depending on 
whether there is a predefined initial policy when the agent 
starts the decision-making process. 

1) Q-learning Off-policy Method: Q-Learning [3] is 
the most popular RL off-policy procedure employed in the 
ID domain. It is found on the idea for value iteration 
where the agent estimates the action-value function (1), to 
update all states s and actions a for every iteration. The goal 
is to optimize the Bellman equation by taking higher 
rewards R actions. Equation (7) denotes the Q-value where 
α is a learning rate and a constant 0 < α < 1 and γ is again 
a discount factor 0 < γ < 1. 

𝑄′(𝑆𝑡 , 𝐴𝑡) ← (1 − α)𝑄′(𝑆𝑡 ,  𝐴𝑡) + 

                                       + α[𝑅𝑡 + γ𝑚𝑎𝑥𝑄(𝐴𝑡
′, 𝑆𝑡

′)]           (7) 

The motivation for employing Q-learning as one of the top RL 
methods applied to ID is that it is a model-free method. The 
researcher can use the rewards as a controlling tool. Last but 
not least, as we mentioned before, it is an off-policy approach 
because it learns the model without following a particular 
policy [4]. 

2) SARSA On-policy Method: 

State – action – reward – state – action (SARSA) is an on-
policy RL method in which the decision agent receives 
feedback from the environment and amends the policy. In 
SARSA, the Q-values represent the received reward in the 
next step for taking action A at state S and the reward 
received from the next state and action [5]. 

The SARSA concept is similar to the Q-learning approach 
with some modifications. It can be defined as a quintuple 
(St, At, Rt, St+1, At+1), the method amends the Q-values 
based on the present state S, the present action A for S, the 
received reward R for action A, the new state S, and the 
next action A for the new state. 

The earlier Q-value function (7) can be revised as in 
(8). Even though the equations (7) and (8) look nearly 
identical. In SARSA the agent takes the next available action, 
while the Q-learning agent selects the action with the highest 
estimation value among all following possible actions. 
Therefore in some cases the Q-learning may be costly 
compared to SARSA. 

Q(St,  At) ← Q(St,  At) + 

               +𝛼[𝑅𝑡 + 𝛾𝑄′(𝑆𝑡+1,  𝐴𝑡+1) − 𝑄(𝑆𝑡 ,  𝐴𝑡)]     (8)   

III. TAXONOMY OF THE RL IN IDS 

The intrusion detection techniques in computer security 
are very popular domain in the literature [6]. The objective of 
the IDS is to detect attacks or divergences of the specific 
network properties in a particular system. The traditional 
methods utilize signatures of learned attacks and compare the 
evaluated traffic with the signatures. This approach is called 
a misuse detection method, and it is not suitable for finding 
new attack types with other signatures. In contrast, anomaly 
detection does not need prior knowledge of particular 
signatures. On the one hand, a benefit of anomaly detection is 
the ability to find new attacks; on the other hand, a drawback 
of the traditional anomaly detection methods is that they 
have to deal with a large amount of noise and uncertainty 
and therefore give false-positive rates. In anomaly detection 
methods, a primary component of the IDS is a feature 
(element) received from a sensor at a given time; this could 
be either a system call in host-based IDSs or a feature in a 
network-based IDSs. A complete sequence for anomaly 
detection is a time-series sequence of features classified as 
either normal or abnormal. The proposed taxonomy will 
classify the research work for anomaly detection based on the 
sensor approach as a Network-based IDS or system calls in 
host-based IDSs. The prevalence of the research work is 
concentrated in anomaly detection and more precisely 
network-based IDS. It helps organizations detect breaches in 
devices and applications. Since the network is an essential 
part of the IT environment, this is an area where organizations 
and researchers focus a considerable amount of effort on 
protecting the system. 



Another classification we will present in this paper is 
based on the policy for which the action-value function is 
maximized. As we stated before, the policy is the proposed 
action that the agent takes, conditional on each state. The RL 
process could be classified as two types on-policy and off-
policy learning methods. 

On-Policy methods use a known general policy, and after 
an action is selected, the model revises the value functions. 
The policy may be modified after exploration and obtaining 
feedback from the environment to optimize the action- value 
function. The off-policy approaches find the policies that 
optimize the action-value function during the learning process 
by employing at first some unused hypothetical actions. Those 
methods can learn from the data, regardless of the policy. 

Deep RL (DRL) and neural networks provide many 
research opportunities in the streaming data field. DRL is a 
modern approach for IDS, and we will consider it a separate 
category and part of the RL. Most papers could be 
classified as in the previous case based on the ID 
machine learning methods.  

RL assumes a single decision agent, however sometimes 
it is possible to have multiagent RL (MARL). The deep 
reinforcement learning solves the problem of establishing 
an effective communication between the agents. 

All methods are summarized in Table 1. 

IV. TRADITIONAL RL METHODS 

In this section we will classify the main research work, that 

employed the classical RL in IDS, based on the ID domain and 

the selected policy by the agent. 

A. Network-Based Traditional IDS 

The Network-Based Traditional RL are mainly off-policy 
methods, so more research in the on-policy domain is needed. 
In [7], Cannady suggests an adjusted reinforcement learning 
method for using adaptive neural networks to ID. The author 
investigates the detection of denial-of-service (DOS) attacks 
employing a cerebellar model articulation controller (CMAC) 
neural network (Albus, 1975). At the first stage, the method 
begins training the CMAC with simulated attacks, followed 
by a single test iteration, three hundred DoS attacks are 
implemented, and the least mean square learning approach is 
applied to update the weights of CMAC. The reported error 
was 3.24%. At the second stage, the adaptive learning 
capabilities of the model to identify new, other than DoS 
attacks, are tested with five types of UDP Packet Storm 
attacks. The CMAC is assessed based on the initial 
performance before and after receiving feedback from the 
environment. Before receiving feedback from the 
environment, the reported model error is 15.2%, and after that, 
it improves to .4%. Based on the provided results, the author 
claims that the CMAC model can obtain meaningful and rapid 
learning not only for known but also for unknown attacks and 
to perform online adaptive learning with significant accuracy. 

Sengupta, Sen, Sil, and Saha [8] propose a model that 
incorporates a Q-learning algorithm and rough set theory 
(RST) for IDS. The purpose of the algorithm is to achieve the 
highest classification accuracy by classifying the NSL- KDD 
data set as either ”normal” or ”anomaly”. Since RST 
processes discrete data only, the data are discretized by 
applying cut operation attributes. Using the indiscernibility 
concept of RST, reduced attribute sets, called ”reducts”, are 

obtained, and among the “reducts”, a single “reduct” is 
chosen, which provides the highest classification accuracy. 
The same “reduct” does not consistently achieve the highest 
accuracy for the testing dataset. To overcome the problem, the 
authors employ discretization and feature selection processes. 
The Q-learning algorithm is adjusted so that the decision agent 
can learn the optimum cut value for different attributes to 
attain higher accuracy. Since only the selected attributes 
participate in the classification, the proposed algorithm lowers 
some of the complexity of the Q-learning and obtains 98% 
accuracy. The authors present two phases of the reward: the 
initial and final reward matrix. Each attribute is presented as 
a column and each cut as a row. Classification rules are 
derived for individual ”reducts”, and the corresponding 
accuracy is reported by using a rule-based classifier. The 
procedure is repeated until two successive states have the 
same or decreasing accuracy. The reward matrix creates a Q-
matrix, where the start state coordinates to a particular cut, and 
the goal state is defined as the state at which maximum 
accuracy is achieved. 

The authors in [9] employ a Pursuit Reinforcement 
Competitive Learning (PRCL) approach [10] and [11] for ID. 
This method applies the idea for immediate reinforcement 
learning [11], where feedback is received at each step after 
a decision is made. It uses online clustering, which can 
perform clustering in real-time with high accuracy in detecting 
intrusions. The approach is an off-policy method because the 
agent does not follow any specified policy in the action 
selection process. The proposed system consists of data pre-
processing, the PRCL algorithm, and the performance 
evaluation phase. Three different methods related to 
competitive clustering RL are compared, and the accuracy is 
recorded. Mahardhik, Sudarsono, and Barakbah [12] applied 
RL to Detect Botnet using PRCL with further rule detection, 
which has reward and penalty rules to achieve a solution. 
PRCL can detect Botnet in real-time with high accuracy based 
on the empirical result. PRCL uses an unsupervised data set to 
cluster the Botnet and obtain accuracy; it can achieve 
clustering online. 

B. Host-based Traditional RL Methods. 

1) Off-policy Host-Based Traditional RL methods: 
Otoum and Kantarci [13] propose a Wireless Sensor 
Networks (WSN) detection algorithm adopting Q-
learning method on a hybrid IDS. The authors simulated a 
twenty sensors WSN which communicate through Dynamic 
Source Routing Protocol for Hierarchical Representation 
Networks. The tested sensor nodes are clustered in four 
areas of 100mx100m. 20 sensors are selected since results 
are selected and the Q-learning algorithm is applied. The 
results outperform other machine learning methods, based 
on accuracy, precision and false positive rates. 

2) On-policy Host-Based Traditional RL methods. Xu 
and Luo [14] suggest a kernel-based RL method for 
sequential behavior modeling in host-based IDSs, using 
system call sequences. They consider a kernel-induced 
feature space and least-squares temporal-difference (kernel 
LS-TD) algorithm. The model could be presented as a 
sequential prediction case, which is resolved by employing 
reward signals. The authors empirically demonstrate superior 
performance metrics of their proposed model compared to the 
Hidden Markov Models(HMMs) and linear TD algorithms. In 
order to reduce the feature space, a kernel approach is applied, 
where a high- dimensional nonlinear feature mapping can be 



created by selecting a Mercer kernel function k(x1, x2) in a 
reproducing kernel Hilbert space (RKHS). The Mercer 
Theorem [15], is employed to produce the RKHS, which 
allows computing the inner product of two feature vectors. 
The kernel-based LS-TD learning algorithm produces 
dimensions equal to the number of state transition samples. 
The kernel matrix K and α dimensions have to be decreased 
to save some computing time. Therefore the authors use an 
approximately linear dependence (ALD) method [16] to 
make the K matrix sparse. The authors compare their 
proposed method with the Hidden Markov Model; both use 
the Markov reward model, and the results seem to be 
promising in creating dynamic models and forecasting 
multistage attacks for IDS. 

The primary purpose of anomaly detection for the 
sequences is to solve the MDP with the dynamic behavior 
of data. Sukhanov, Kovalev, and Styskala [17] suggest an 
IDS model based on temporal-difference learning for MDP, 
called Temporal-Difference based Sequence Anomaly 
Detection 2 (TDSAD2). Their model is different from the 
classical Temporal Difference model by how the transitional 
probabilities are estimated. The classical methods require 
knowing the probability distribution for the transitional 
probabilities. However, the authors propose the idea that each 
probability of the transition from one state si = xt to the 
next state sj = xt+1 is influenced by the entrances of state 
xt−n = si, n' є N in the observed set. The approach has its 
definition of the reward function. It is calculated with regards 
to the anomaly sequences and also to normal sequences. The 
transition probability is updated by a matrix A, representing 
the pair transitions on dependency on previous states and the 
number of single states. The authors propose the primary 
adjustment related to the transitional probabilities estimation, 
therefore overcoming the weakness of previous TD 
approaches. They keep estimating the pair transition 
probabilities instead of estimating the occurrence number and 
introduce the dependence on the previous entrance of 
observed states. They also estimate each state to reduce 
computational power. The so proposed method can be 
successfully applied to IDS. 

In another paper [18], Xu proposes a similar anomaly 
detection approach for sequential data founded on TD 
learning, where a Markov reward function is presented. The 
author claims that TD in reinforcement learning can 
successfully detect abnormal behavior in the case of elaborated 
sequential processes by estimating the value of the Markov 
reward function. The advantage of the suggested model is that 
there is a straightforward labeling procedure utilizing delayed 
signals. The accuracy can be improved even with a limited 
training set, and it is superior to the accuracy obtained with 
Support Vector Machines (SVM) and HMMs. The 
performance metrics of the presented anomaly detection 
procedure using TD learning are estimated from a system call 
data of host-based ID from the MIT Lincoln Lab and the 
University of New Mexico (UNM). The author suggests a 
sequential anomaly detection approach for multistage attacks 
based on temporal-difference (TD) learning. A Markov 
reward model is created, and it is also demonstrated that the 
value function in the Markov reward model is analogous to 
the anomaly probability of the data sequences. 

V. DEEP  RL METHODS 

In the majority of the decision-making situations, the 
states of the MDP are high-dimensional. Therefore the 

classical RL methods are not applicable, and deep RL is 
preferable to solve the agent’s problem. Deep reinforcement 
learning combines deep learning and RL to provide a solution 
for the MDP by representing the policy as a neural network 
[19]. 

A. Network-based Deep RL in IDS 

1) Off-policy Network-Based RL Methods: Liu, Yin, 
and Hu [20] suggest a novel deep Convolution Neural 
Network (CNN) Q-learning method to defend against Large- 
scale Low-Rate Denial-of-Service (LR-DDoS) attacks. In 
the case of multi-targets LR-DDoS attacks, the attack 
features and the normal ones are almost identical. The 
authors apply Deep Convolution Neural Network to rank 
features at different levels and combine them to produce 
an output. Q-learning is applied as a decision-making 
tool, which has to learn long-term characteristics of the 
whole network. The states are designed as four neurons 
(Noutput1; Noutput2; Noutput3; Noutput4). The actions are 
defined within one flow as follows: “rate limit with levels”, 
“well-tune Syn-Receive timer”, and “enlarge receive 
windows”. The agent is learning and creating strategies 
based on the reward function. The authors define pre-state 
and post-state reward indicators and use them to obtain 
an overall return function so the agent to aim for higher speed 
and less package loss; they use an ϵ-greedy policy. The 
method is tested in a simulated environment to demonstrate 
efficiency in training, detecting, and preventing attacks. A 
weakness of the model is that the accuracy is low in sparse 
data. 

Bhosale, Mahajan, and Kulkarni [21] present a 
multiagent system, which is based on influence diagram [24]. 
Every agent knows the decisions and the actions of the other 
agents and makes decisions based on that knowledge. There 
are two probable states: if an intrusion occurs or no intrusion. 
Bayesian statistics is applied to find the transitional prob- 
abilities, and the prior distribution function is denoted by  
p. The actions of the IDS are alarm (A) or not (NA). The ROC 
parameters are the probability of an alarm given an intrusion 
P (A|I) = H or no intrusion, and the probability of an alarm 
given no intrusion, P(A—NI) = F. The authors combine 
utility and Bayesian network theories based on an influence 
diagram. They represent directed acyclic graphs with three 
types of nodes. The decision nodes show the possible options 
available to the decision-maker. The chance nodes are random 
variables from the Bayesian networks. The value nodes 
represent the utility to be maximized. The reward matrix is 
shared between all agents in the system. The multiagent 
decisions are collaborative; they have the same reward or loss 
of selecting a particular action. Agents pursue achieving a 
Nash Equilibrium, and none of the agents has an incentive to 
deviate from it, given that the other players are also following 
a Nash equilibrium. 

Shamshirband, Patel, Anuar, Kiah, and Abraham [22] 
applied a game theory approach for ID and protection systems. 
The authors proposed a fuzzy Q-learning algorithm [23] and 
[24] for wireless sensor networks (WSNs) to find an optimal 
policy for each agent. The algorithm consists of two stages: 
detection and defense, and it is tested against DDoS attacks. 
Three agents participate in their model: a base station, sink 
nodes, and an attacker. The IDS detects future attacks based 
on a fuzzy Q-learning algorithm. The game begins when the 
attacker sends enormous traffic of flooding packets to a 
targeted node from the system. The authors suggest a low 
energy adaptive clustering hierarchy (LEACH) [25] model to 



evaluate the accuracy and the energy consumption of their 
proposed method. 

Caminero, Lopez-Martin and Carro [27] suggest a two- 
agents model that incorporates a simulated environment that 
creates network traffic samples, initiates rewards for each 
action, employs the classifier, and indicates the possible label 
for the network, whether there is a normal condition or there 
occurs any attack type. The rewards are either positive or 
negative, depending on the correct or incorrect classification 
of the agent. An essential element of the environment is that 
it randomly creates new samples from the dataset. The 
suggested model is Adversarial Environment Reinforcement 
Learning AE-RL, It uses an off-policy Q-Learning approach 
for solving the Bellman Equation for the action-value 
function. According to the authors, the model classifies 
quickly, incorporates a loss function, produces an adaptable 
classifier, and handles unbalanced data. The model is based on 
the idea that two agents have competing objectives: a 
classifier agent and an environmental agent. They work using 
the same methods, where the primary agent serves as a 
decision- maker who has a goal to maximize rewards and 
produce a classifier for the network. The secondary agent acts 
as an attack selector. The two agents work in an adversarial 
mode; they receive inverse reward functions (the gain to the 
primary agent is a loss for the environment agent and vice 
versa. Therefore, the environment agent will challenge the 
classifier agent to make more errors and consider the 
problematic samples. The Deep Reinforcement Learning 
(DRL) policy is fast and straightforward; it could be adapted 
to streaming data for immediate responses and is appropriate 
for changing environments. 

Analysis in [28], involved DRL methods such as DQN, 
double DQN (DDQN), policy gradient, and actor-critic mod- 
els for network ID. Two data sets are tested to prove that the 
DDQN method is a superior algorithm. It is also proved that it 
performs better than some traditional machine learning 
methods in some cases. RL methods can help IDS respond 
effectively to environmental modifications. Nevertheless, the 
question about convergence to optimal policy is still in 
question in the multiagent system. 

Saeed, Selamat, Rohani, Krejcar,and Chaudhry, [29] 
studied the current multiagent IDS architectures that use RL. 
reinforcement learning agents distributed across the network 
for classification purposes. They use the popular data sets to 
prove the robustness of their model: NSL-KDD, UNSW- 
NB15, and AWID. Their model is organized so that there is a 
feature selection step. The network is presented as a two- 
tuple directed graph consisting of states and nodes, where 
R denotes a router node. Their proposed IDS consists of the 
following DRL components: agent, state, action, and reward. 
The primary IDS obtains notifications from the agents, 
receives feedback regarding a potential intrusion, and 
communicates the information to the agents. The network 
includes multiple reinforcement learning agents, and it can 
adapt to the changes in the environment. Their suggested 
network structure produces high accuracy rates and low false-
positive rates. The method is tuned in a way that could detect 
fine-grained attack types. Hsu and Matsuoka [31] suggest 
deep reinforcement learning for anomaly detection with two 
function modes: learning and detection. The detection mode 
carries a high processing speed, while the learning mode 
maintains a high accuracy rate for classifying the upcoming 
network traffic. Their model can detect unknown network 

behavior patterns in real-time and has the option to self-
update. The authors apply it to three different data sets: NSL-
KDD, UNSW-NB15, and actual campus network traffic. 
They also compared their results with some traditional 
machine learning methods. The structure of the DRL 
algorithm is established using deep Q-Learning. The DRL 
agent evaluates the accuracy by monitoring the reward 
function. When the reward decreases, the agent revises the 
model with recent data to enhance the execution of the ID. 
There is a switch flag so that the method can switch between 
the two modes. 

Yang, Liang, Li, Wen, and Gao [32] propose a sample 
generation method of encrypted traffic. The system starts 
processing data, simulates encrypted malicious traffic, then 
applies a deep Q-network (DQN) combined with a deep 
convolution generative adversarial network (DCGAN). After 
the data is processed, a classification module is employed to 
classify encrypted traffic, where the fluctuation of the 
accuracy mode is taken under consideration.  

Kim, Yoon, and Lim [38] suggest a traffic sampling 
system for multiple traffic analyzers on a software-defined 
network (SDN). The decision agent in the presented model 
follows a deep deterministic policy. The problem is defined 
as a discrete MDP with continuous action spaces, and deep 
Q-learning is applied. These simulation results are tested in 
an empirical SDN environment. In another paper, [34] the 
authors propose network ID with deep auto-encoder in the Q-
network, which detects network “anomalies .” Their off-
policy model is with an experience replay and considers 
actions such as acceptance or denial, based on the “normal” 
or “anomalous” classification of the network. The Q-learning 
agent can learn how to predict anomalies during the training 
period. 

Suwannalai and Polprasert [35] propose an Adversarsial 
Multi-Agent Reinforcement Learning using Deep Q- 
Learning. The trained model is established based on the 
NSL-KDD and tested with the KDDTest+ dataset. Their 
suggested model yields 80% accuracy and 79% macro F1 
score. 

2) On-policy Network-Based RL Methods: Malialis and 
Kudenko [36] propose a Multiagent Router Throttling (MRT) 
method based on SARSA against DDoS attacks. They also 
suggest an approach that incorporates three steps: task 
decomposition, hierarchical team-based communication, and 
team rewards. A hundred agents are implemented in their 
experiment, proving the successful potential in the IDS in an 
extensive internet provider network. 

Mohamed and Ejbali [38] apply a multi-agent adversarial 
reinforcement learning approach based on a deep SARSA 
algorithm for classification of the NSL –KDD data set. They 
study the performance and compare it with two classic 
machine learning methods. Their work creates a deep SARSA 
algorithm that integrates adversarial Reinforcement learning 
and supervised models. The model’s primary purpose is to 
adapt to the detection of different attacks and give a high 
prediction performance with a reasonable runtime. 

B. Host-Based Deep RL in IDS. 

 Mohanty, Sethi, Prasath, Ranjan Routy, and Bera present 
in their paper [37] an IDS for a smart grid (a physical system 
that allows companies to deliver power at low costs). The 
model uses deep reinforcement learning; it is, according to 



the authors, robust and highly accurate with a low false alarm 
rate. Even though the model is applied to the smart grid, the 
authors tested the model with the NSL-KDD dataset and a 
real-time ID dataset, which has a remarkable resemblance to 
the real-world smart grid data). They evaluated the 
adaptiveness of their model by alternating the attack patterns. 
An IDS is proposed for a Home Area Network (HAN), 
Neighborhood Area Network (NAN), and Wide Area Net- 
work (WAN). Each HAN delivers energy and calculates its 
cost. The IDS monitors the communication to the HAN and 
reports the security breaches. The IDS at the second layer of 
the smart grid NAN gathers the information delivered from 
all HANs for further analysis. The third layer enables 
information exchange between the different segments of the 
smart grids. Experts evaluate the IDS server, and there is 
a Supervisory control and data acquisition and an Energy 
distribution system (EDS) for maintaining the distribution 
and metered segments. In case of a breach in the system, 
a signal is sent to the central IDS. The authors use two neural 
networks: one executes the current Q function, while the 
other works with a target Q function. The weights of the 
Q network are copied into the target Q Neural Network. The 
authors use the epoch duration of 16 in the tests. The current 
Q values are estimated using the target Q function. A voting 
mechanism is employed to test whether an attack occurs. To 
handle restricted exploration, the authors present a Curiosity-
driven variational autoencoder Double Deep Q-Network-
based (CVAE DDQN) IDS, which provides low false 
positive rates and improved accuracy compared to the 
existing models. 

VI. CONCLUSION 

Intrusion Detection nowadays is an inevitable essential 
aspect of our daily life. The RL is a valuable, adaptable, and 
automatic mechanism that perfectly fits the ID goals and can 
assist the administrators in protecting the computer systems. 
The purpose of this survey is to outline the recent advances in 
RL applied to ID and to serve as an essential instrument and 
methodology searching tool for researchers in academia, 
industry, or governmental agencies. The proposed taxonomy 
could help individuals specializing in RL and experts in ID 
find an appropriate model for their needs or understand the 
recent advancements in the particular domain and also could 
outline the areas where more research work is needed. 
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