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ABSTRACT: The Internet is an integral way of conducting daily business from government agencies to entertainers. Protection from attack, damage, or unauthorized access is necessary with the increase of mobile users, digital applications and data networks. A cyber security problem can be viewed as a conflict-resolution scenario that typically consists of a security system and at least two decision makers (e.g. attacker and defender) each with competing objectives. For instance, on one hand, the defender may be interested in ensuring that the system performs at or above a certain acceptable level. The attacker’s objective, on the other hand, may be to disrupt the system and degrade it. Game theory is a well-established tool that can be used to analyze such problems. In this work, we present a brief survey of how game theory can be used to find appropriate strategies for both the hacker (attacker) and the administrator (defender). We model the interactions between them as a stochastic game. Various formulations of game theory will be presented that can deal with different cyber security situations. We will present mathematical models of security systems to analyze the system’s performance and to predict the likely behavior of the key decision makers that influence/control the system.

1 INTRODUCTION

The purpose of this paper will be to provide a brief survey of stochastic game methods in cyber security. The rapid development of this area explains the abundance of literature and models. Due to our specific emphasis and unintentional overlook, deserving references may not appear in this work. The primary accent when describing the variety of theories will be on how to apply these models in a cyber security set-up. In addition, the focus will be on assisting in an approachable way the potential users of this paper to discover an efficient defense mechanism that will protect their network system. As an example of the crucial role of the cyber security, the progressively-increasing use of wireless technology is making networks even more vulnerable to attacks. Nevertheless, advanced and sophisticated challenges make the classical security measures, such as a firewall, inadequate. If a hacker wants to steal data, he will not try to penetrate the firewall, but he will search for the least secure access to take over control of the system. New techniques are being constantly invented by the cyber-criminals. Therefore, we need to find effective solutions that can dynamically and adaptively defend our systems.

2 STOCHASTIC GAMES

John Von Neumann (mathematician) introduced game theory in 1928 for the first time as a mathematical instrument, used to define and solve games [37]. It is a useful, analytical and quantitative approach for characterizing interactive decision situations and also deals with problems where multiple players with conflicting objectives compete with each other. Game theory has the capability of examining several possible scenarios, before taking the best possible action, therefore it can sophisticate the decision process of the players.

2.1 A Formal Definition of a Stochastic Game

A stochastic game is a system, which consists of two or more players that follow some rules with probabilistic transition, strategically interact with each other, make decisions based on their current or past information, search for a best resolution for their current (or future) outcome and act accordingly. They can continue to play the game forever or just win or lose. A security game models the interaction between malicious attackers to system and intrusion detection systems (IDS) which allocates system resources for detection and response. A quantitative decision framework is necessary to target subjects like attack modeling, distribution of finite system resources and choices on response actions, [1], [3], [8],[13],[15],[19], [23], [24] and [36]. In this paper, we will adopt the idea that the game is played under the assumption of rationality. In cyber security situations, the following entities are basic elements of the game:

- **Players**: Players are the key agents participating in the game. We can divide them into two categories: attackers, those who attempt to harm a specific network system, and defenders, for example the administrators that are protecting it. The goal of the administrator is an optimal allocation of the resources (e.g. power, time, etc.) to successfully protect the system, while the goal of the attacker is to penetrate into our system. He might or might not be interested in minimizing
his use of resources, nevertheless he would definitely like to increase the potential harm to the targeted system. Let us describe as an example, one of the most straightforward methods in the network securities used so far in a small network set-up: the firewall. Firewalls are substantially-known as a basic and a primary protection instrument, used against possible intrusion attacks (spam, Trojan horses, spyware, etc) to our system. The hackers arbitrarily search for unprotected systems by sending out pings via the Internet. The process can be compared to randomly dialing phone numbers and the computers that answer the phone are the possible victims. Any computer or a machine connected to an external network is at risk, so the firewall is like a shield between the target and the external networks. It examines the network traffic before entering the network and authorizes the transferred data using some security rule. If the data packet is uncertain, the firewall will block it. The action choices that the defender may have, are to control the access through different levels for diverse people, to train users to take preventive measures and to examine the access log continuously, etc.

- **Actions**: In each state the player makes an action. In a primary cyber security set-up the set of actions consists of two sub-sets (attack, do not attack) for the attacker and (defend, take no action) for the administrator.

- **Returns**: After all of the actions have taken place in the game, each of the players will obtain either a negative or a positive payoff. For the attacker that may be the count of penetrations in the system, the degree of trouble that he caused (the severity of the damage) and the dollar value of the resources (bandwidth, time) that he spent or saved, etc. For the defender, we can quantify the payoff as saved time, used resources and the level of importance of the information that she protected, etc.

- **Strategies**: A strategy is the players’ plan of action. They consider the information from the past and also the currently-available information and make a plan to maximize their return. This will lead to the concept of Equilibrium or a solution to the game.

- **Solution**: Solution of a game is a specific state called an Equilibrium, where the attackers and the defenders, following their strategies, act accordingly to reach an optimal solution. If the Equilibrium is achieved, we will be able to build an effective response mechanism in cyber security that can run for finite or an infinite period of time.

2.2 A Mathematical Definition of a Stochastic Game

Stochastic game is a dynamic game with a probabilistic transition function, which is played by one or more players. Each one of them selects a set of strategies and corresponding actions and obtains a return that depends on the current knowledge about the environment. The game can evolve to a new stage, where the player builds a strategy and acts accordingly, depending on the available information about the other players. The process can be repetitive and may be finite or infinite.

A two-player stochastic game can be represented as a set, consisting of the following elements \( \{S; A^1; A^2; H; B^1; B^2; \rho\} \), where:

- \( S = \{s_0, s_1, \ldots, s_N\} \) is a nonempty state set.
- \( A^n = \{\alpha^n_1, \alpha^n_2, \ldots, \alpha^n_N\} \) is the action set of player \( n \) and \( \alpha^n_N \) is the action of player \( n \) at state \( s_N \). The action set for player \( n \) at state \( s_t \) is a subset of \( A^n \), or \( A^n_s \subseteq A^n \) and \( \bigcup_{t=0}^{N} A^n_{s_t} = A^n \).
- \( H : S \times A^1 \times A^2 \times S \rightarrow [0, 1] \) is a state transition probability;
- \( B^n : S \times A^1 \times A^2 \times S \rightarrow \mathbb{R} \) is the benefit (payoff) function of player \( n \);
- \( 0 < \rho \leq 1 \) is a discount factor for discounting future payoffs at the current state, described in [22].

A state transition has a payoff that is equal to the calculated value of the reward during that state; however, the reward for each state is worth \( \rho \) times its value at the current state. The game is played as follows: game begins at an initial state \( s_0 \in S \), or at a discrete time instant \( t \), where the game is in state \( s_t \in S \). Player one for example decides to select an action \( \alpha^1_t \) from \( A^1 \) and player two selects an action \( \alpha^2_t \) from \( A^2 \). The reward of player one, then is \( \beta^1_t = B^1(s_t, \alpha^1_t, \alpha^2_t) \) and the corresponding one for player two is \( \beta^2_t = B^2(s_t, \alpha^1_t, \alpha^2_t) \). Then the game moves to a new state \( s_{t+1} \) or \( s_{t+1} \), where we can define the resulting conditional probability \( P(s_{t+1} | s_t, \alpha^1_t, \alpha^2_t) \) which can be also represented by \( H(s_t, \alpha^1_t, \alpha^2_t) \).

2.3 Solution of a Stochastic Game

There are a variety of algorithms that have been proposed for the stochastic game modeling. Nevertheless, solving the optimality equations and improving strategy methodology have been the most significant methods, used to define the solution to the game. Hoffman developed strategy methodology for general stochastic games [14]. In this method, the initial strategy for one of the players improves with each iteration by switching positions at which choices are not locally optimal. Furthermore, the local optimality equation method is based on building a system of constraints for
the optimal expected payoffs in the game. Having optimal payoffs, one can easily create a competitive strategy. For one-player games, the local optimality equations are linear; hence, such game can be solved in polynomial time using linear programming techniques. However, for two-player games, the constraints are no longer linear and thus other methods are used, involving approximation techniques. The Nash Equilibrium suggests that despite knowing the actions of their opponents, none of the players has an incentive to modify their strategy, therefore they are better off at that state. Consequently each deviation of the Nash Equilibrium will lead to a higher level of losses. We now return to the formal model for stochastic games.

Let $\Omega^k = \{ p \in \mathbb{N}^k | \sum^n_{i=1} p_i = 1, p_i \geq 0 \}$ be a set of probability vectors of length $k$, $w^n : S \to \Omega^N$ is a stationary strategy for player $n$, $w^n(s)$ is the vector $[w^n(s,a_1) \ldots w^n(s,a_N)]^T$, where $w^n(s,a)$ is the probability that player $n$ should use action $a$ at state $s$. If we have a stationary strategy $w^n$, that implies that the process will not depend on time. A mixed randomized stationary strategy is the one, where $w^n(s,a_i) = 1$ for some $a_i \in A^n$.

The objective of each player is to maximize his expected return. Let $s_t$ be the state at time $t$ and $\beta^n_t$ be the reward received by player $n$ at time $t$. Therefore, the expected return will be a column vector $v^n_{w^1,w^2} = [v^n_{w^1,w^2}(s_1) \ldots v^n_{w^1,w^2}(s_N)]^T$, where:

$$v^n_{w^1,w^2}(s) = E_{w^1,w^2}\{ \beta^n_0 + \rho \beta^n_1 + \rho^2 \beta^n_2 + \ldots \rho^N \beta^n_N | s_1 = s \} = E_{w^1,w^2}(\sum_{k=0}^{N} \rho^k \beta^n_k | s_t = s) \tag{1}$$

$E_{w^1,w^2}\{ \}$ is the expected value when player $n$ chooses an action, using probability $w^n(s_{t+k})$ at $s_{t+k}$ and obtains the corresponding reward:

$$\beta^n_{s,t+k} = w^n(s_{t+k}) B^n(s_{t+k}) p^n(s_{t+k}), \text{ for } k = 0. \tag{2}$$

$B^n(s) = [B^n(s,a^1,a^2)]_{a^1 \in A^n, a^2 \in A^n}$, $n = 1, 2$ is the player $n$’s reward matrix in state $s$. If $N = \infty$ and also $\rho < 1$, then $v^n(s)$ is the expected total discounted reward that player $n$ will receive when he starts at state $s$. If $0 < N < \infty$ and $\rho = 1$, $v^n$ is the value vector of player $n$ and if we have a stationary process the Nash Equilibrium is defined by:

$$v^1(w^1, w^2) \geq v^1(w^1, w^2)v^1 \in \Omega^N \tag{3}$$

$$v^2(w^1, w^2) \geq v^2(w^1, w^2)v^2 \in \Omega^N \tag{4}$$

Here $w^1, w^2$ is the value vector of the game for player $n$, when both players play their stationary strategies $w^1$ and $w^2$ and $\geq$ is used to denote that the left-hand-side vector is, component wise, greater than or equal to the right-hand-side vector. At this Equilibrium, there is no mutual incentive for either one of the players to deviate from their Equilibrium strategies $w^1$ and $w^2$. A deviation will mean that one or both of them will have lower expected returns. A pair of Nash Equilibrium strategies is also known as best responses, if player one plays $w^1$, player two’s best response is $w^2$, and vice versa. Here, $w^1$ and $w^2$ corresponds to the attacker’s and administrator’s strategies respectively. $v^1(w^1, w^2)$ is the expected return for the attacker and $v^2(w^1, w^2)$ is the expected return for the defender, when they decide to use strategies $w^1$ and $w^2$. $w^1$ and $w^2$ are the best response strategies, so Nash Equilibrium is achieved [32]. There are different concepts for a solution of a game, like min-max strategy, in Nash sense, Bayesian Equilibrium and numerous modifications of Nash Equilibrium [39]. For the purpose of this paper, we will not go over each single one of them, but we will try to outline the most important game types that exist in the relevant literature so far. We will only highlight some other possible solutions as we emphasize analyzing the interaction between the administrator and the hacker.

### 3 CLASSIFICATION ACCORDING TO THE INFORMATION STRUCTURE

Information plays a crucial role in game theory. The high level of importance is mainly because it provides us with an outline of different possible strategies that the players might undertake.

#### 3.1 Dynamic Games with Complete Information

Complete information implies that each agent knows both the strategies and returns of the other agents participating in the game, but they may not be aware of the particular actions of the other players in the game.

##### 3.1.1 Complete and Perfect Information

A game in which each player possesses knowledge about the actions of all other players that have already taken place, is called a game with complete and perfect information. They know the strategies and the returns of the other players. In these games, the agents are aware of the complete history of the game. Usually there is one leader and then the rest of the players are being followers. As examples of complete and perfect information games, we can consider the so called two-player (administrator, attacker) general-sum and zero sum games. Let us take into account a game with two players with payoffs, represented by the following matrices:

$$B^1 = \begin{bmatrix} \beta^{11} & \beta^{12} \\ \beta^{21} & \beta^{22} \end{bmatrix} \quad \text{and} \quad B^2 = \begin{bmatrix} \beta^{11} & \beta^{12} \\ \beta^{21} & \beta^{22} \end{bmatrix}$$
If the administrator has an action set of $A^1 = \{\alpha_1, \alpha_2, \alpha_3\}$ and the hacker has an action set of $A^2 = \{\alpha_1^2, \alpha_2^2\}$, the payoff to the administrator is matrix $B^1$ and to the hacker is $B^2$. When we have a zero sum game the payoff for both players is always zero:

$$B^1 + B^2 = 0$$

If there is a stochastic game, then we have the following situation as before: $w^1(s, \alpha_1)$ is the probability that the administrator chooses action $\alpha$ in state $s$ and $w^2(s, \alpha_2)$ is the probability that the attacker chooses action $\alpha$ in state $s$. Let $s_t$ be the state at time $t$ and $\beta^{21}$ be the reward received by the administrator at time $t$, then his expected return will be a column vector: $\mathbf{v}_{w^1, w^2} = \left[ v_{w^1, w^2}(s_1) \cdots v_{w^1, w^2}(s_N) \right]^T$, where:

$$v^1_{w^1, w^2}(s) = \sum_{s, \alpha} \beta^{21} \left[ w^1(s) * [w^2(s)] * \left[ 1 - w^2(s) \right] + \beta^{12}_1 \left[ w^1(s)[1 - w^2(s)] \right] + \beta^{12}_2 \left[ w^1(s)[1 - w^2(s)] \right] \right]$$

Analogously we can find the expected return for the attacker.

$$v^2_{w^1, w^2}(s) = \sum_{s, \alpha} \beta^{12} \left[ w^1(s) * [w^2(s)] * \left[ 1 - w^2(s) \right] + \beta^{21}_1 \left[ w^1(s)[1 - w^2(s)] \right] + \beta^{21}_2 \left[ w^1(s)[1 - w^2(s)] \right] \right]$$

The strategy pair $(w^1(s), w^2(s))$ is the solution of the game and the Nash Equilibrium is the same as before. Lye et al. [23] suggested a two-player general sum game with complete and perfect information set-up on the cyber security situation. The authors described a game that was presented as a four node graph: file server, workstation, web server and external world. There were three scenarios that were considered and also two perspectives the defenders and the attackers point of view. Nash Equilibria was calculated for both the players and then it was explained why these strategies make sense and are useful for the administrator.

There are many authors that use two-player zero-sum game for modeling a successful protective mechanism. For example, in the model of Nguyen et al. [28], the attacker and the network defender play a two-player zero-sum stochastic game. Again, they used nodes to model the system, but this time they made the nodes correlated to each other, depending on some weighted factors related to the security assets involved in the process and the vulnerability dependency of the nodes. The same idea was developed in [26], where the authors considered a practical example to explain and test their idea of finding an optimal strategy.

In the Stackelberg model, one of the players chooses a mixed strategy first, and the second player chooses a strategy after observing the choice of player one. Let us refer to player one as a defender (administrator) and player two as an attacker (hacker). The attacker’s response function is $g() : w^1 \rightarrow w^2$. When we have a sequence of actions, the standard solution concept is Strong Stackelberg Equilibrium (Leitmann, 1978; von Stengel & Zamir, 2010).

A set of strategies $\{C, g\}$ builds a Strong Stackelberg Equilibrium (SSE) [17] if they meet the next three conditions and order:

1. $v^1 \left( w^1, g_1(w^1) \right) \geq v^1 \left( w^1, g_s(w^1) \right)$, $\forall w^1 \in \Omega^N$
2. $v^2 \left( w^2, g_1(w^2) \right) \geq v^2 \left( w^2, g(w^2) \right)$, $\forall w^2 \in \Omega^N$
3. $v^1 \left( w^1, g_s(w^1) \right) \geq v^1 \left( t(w^1), w^1 \right)$, $\forall w^1 \in \Omega^N$, where $t(w^1)$ is a set of the attackers best responses.

The difference between Nash and Stackelberg Equilibria is mainly based on the fact whether the players will move simultaneously or one of the players will move first (the leader) and then the second one will move second (the follower). The player one’s (defender’s) SSE payoff has been always at least as high as his payoff in any NE.

### 3.1.2 Complete and Imperfect Information.

Players move at different, sequential moments and their return functions are common knowledge. At each stage of the game, they move simultaneously and at least one player is not aware of the actions of at least one other player that have taken place. Solution of that type of game is provided by Selten (1965) Sub-game-perfect Nash Equilibrium (SGPNE). A Nash Equilibrium is sub-game perfect if the strategies of the players establish a Nash Equilibrium in each sub-game. SGPNE includes not only the optimal feedback to the unique action, played in the first stage, but also provides a full plan of action (strategy) with a suggestion of what would be the most optimal approach to reply to any possible action in the unknown portion of the game (subgame).

The main problem discussed in these types of games is to determine the best strategies for the defender to diversify the risk when he builds his strategy against the attacker and to find an optimal defense strategy. Since we have a sequence of actions and there is a transition process involved, some of the authors describe the system as a Markov process. Several approaches to find a solution of the game were described in the past. Some of the most popular methods are Q-learning [7], NPL1 [9], which is an algorithm that help us to find an optimal solution with Nash Equilibrium and Shapley method [35].

Sallhammar et al. [34] presents the network security game as a two-player zero-sum stochastic game in which there is not any interaction between the actions of the players, involved in the system. The state of the network, may or may not be a subject to change. For example, in one normal set up where there is a defending mechanism, it is possible the
system to reboot because of different reasons. We can model the game as a continuous Markov process with a transition probability that can be represented by a matrix. The relationship of the players in the game will affect this transition matrix in a way that depends on the different strategies that they use. The whole process is represented as a Markov decision process (MDP) by Filar and Vrieze [9], where the transition probabilities are subject to change, depending on the players actions and also the future state can be derived from the current and previous states. The MDP turns out to be one of the most helpful approaches, which can provide us with a tool that is convenient to be calculated. It also takes into account changes that might occur in the system. In [5] we can find different optimizing mechanisms and tools for dynamic programming.

The interaction between attackers and the IDS (intrusion detection system) was presented by Alpcan et al. [2], [3] and [4] as a Markov game. They considered three possibilities for information availability, if: (a) the attacker and the defender have full information about the system, (b) the attacker has no information (c) nobody has any information for their opponent, but only about their own costs, actions in the past and the previous states. Main tools for solving the Markov decision processes (MDP) were minimax-Q [20] and naive Q-learning, described in [5] and [7]. They were used to find the best strategies of the players.

Xiaolin et al. [38] stressed the importance of risk assessment in cyber security, the authors proposed an automatic generated reinforcement Markov model that will assist the administrator in protecting the system. They considered the potential and the current security status and assessed the risk as a combination of vulnerabilities and threats. They also created a function to measure the harm caused by the attacker and it represented the level of risk involved in the process. According to this function, the administrator will select a strategy that will minimize the maximum possible damage to the system. To assess their model they considered four different sub-systems, which are united together, so a best decision process to be made. Fault Tree Analysis (FTA) were presented in [31] and [18]. They were based on Chain-of-Events Model, together with COBIT 15 [25], and were described as the basic methods for analyzing the reasons for hazards in our system. FTA consists of four steps: system definition, fault tree construction, qualitative analysis and quantitative analysis. Tree construction requires a deep evaluation of the system, stressing system issues and facilitating improvements by an analyst.

### 3.2 Dynamic Games with Incomplete Information

Incomplete information games are games in which at least one of the players is not aware of the possible payoffs and strategies for all other players or at least one other player. We can evaluate the case when the attacker has superior information and exploits the defender.

#### 3.2.1 Incomplete and Perfect Information

In this type of game the players have little information about their opponent payoffs functions, but they know the past actions of all other players. An example for these games is the two-player zero-sum game that also serves as a base for the Intrusion detection mechanism. It models the interaction between malicious attackers to the system and intrusion detection systems (IDS) that allocates system resources for detection and response [3] and [6]. IDSs observe diverse events in the cyber security and examines them for signs of safety problem in the protection process. It is becoming more and more clearer that the traditional protective measures such as firewalls and reactive measures such as virus and malware detection, are not adequate to deal with sophisticated attackers. The majority of literature on intrusion detection (ID) relies on ad-hoc schemes and experimental work. A quantitative decision structure is necessary in order to utilize issues like attack modeling, the distribution of finite system resources, and outcome of the resulting actions.

Patcha et al. [30] incorporates a signaling game to present the intrusion detection mechanism. The defender has an incomplete information because he doesn’t know what type his opponent is, which can be an attacker or a regular node. The authors define Θ as a set with elements θ, and this set represents the type of the attacker. Player one (the defender) for example knows his type and his actions, that are represented by \( \alpha_1 \), where \( \alpha_1 \in A_1 \) is the action set for player one. Analogically let us suppose that player two (the attacker) will choose \( \alpha_2 \in A_2 \) and that he will experience some prior beliefs about the characteristic of the defender. In other words, let us assume the administrator believes that the probability of the attacker being a specific type is \( p(\theta) \), where \( \theta \in \Theta \). The return of player \( n \) will be similar as before; however now he will also need to consider the type of the player as a part of the reward function:

\[
B^n(s) = \left[B^n(s, \alpha^1, \alpha^2, \theta)\right]_{\alpha^1 \in A^1, \alpha^2 \in A^2, \theta \in \Theta}, n = 1, 2
\]

The defender will have the following strategy:

\[
w^2(s|\alpha^1)\]

The payoff of \( \theta \) with strategy \( w^2(s|\alpha^1) \), assuming that player two has played \( w^2(s|\alpha^1) \) is the following:

\[
[B^1(s, \alpha^1, \alpha^2, \theta)]_{\alpha^1 \in A^1, \alpha^2 \in A^2, \theta \in \Theta} = \sum_{\alpha^2} \sum_{\alpha^1} w^1(s, \alpha^1|\theta) w^2(s, \alpha^2|\alpha^1) B^1(s, \alpha^1, \alpha^2, \theta)
\]

If one of the players selects strategy \( w^1(s|\theta) \) then the other one’s reward function to strategy \( w^2(s|\alpha^1) \) will be the following:

\[
[B^2(s, \alpha^1, \alpha^2, \theta)]_{\alpha^1 \in A^1, \alpha^2 \in A^2, \theta \in \Theta} = \sum_{\theta} p(\theta) \sum_{\alpha^1} \sum_{\alpha^2} w^1(s, \alpha^1|\theta) w^2(s, \alpha^2|\alpha^1) B^2(s, \alpha^1, \alpha^2, \theta)
\]
Player two amends his beliefs about $\theta$ in order to obtain the following posterior distribution $\mu_s | \alpha^1$ over $\Theta$, where $\mu$ is a belief or a function that relates every information set with a probability measure from the past information set. In this type of game, instead of Nash Equilibrium, we will be interested to obtain Bayesian Equilibrium \cite{21}. Therefore let $w_1^1(s|\theta)$ be the strategy used, then having information about this strategy by observing $\alpha^1$, player two may use a Bayes rule to update $\mu$ and $\mu_s | \alpha^1$.

A perfect Bayes Equilibrium of this type of game is strategy $w^*$ and posterior beliefs $\mu_s | \alpha^1$, such that

\[
\begin{align*}
\text{Player 1: } & \forall \theta, w_1^1(s|\theta) \in \arg\max_{\alpha^1} B_1(s, \alpha^1, \alpha^2, \theta) \\
\text{Player 2: } & \forall \alpha^1, w_2^2(s|\alpha^1) \in \arg\max_{\alpha^2} \sum_{\theta} \mu(\theta|\alpha^1) B_2(s, \alpha^1, \alpha^2, \alpha) \\
\mu_s | \alpha^1 & = \frac{p(\theta|w_1^1(s, \alpha^1|\theta))}{\sum_{\theta'} p(\theta'|w_2^2(s, \alpha^1|\theta'))}
\end{align*}
\]

Where $\sum_{\theta' \in \Theta} p(\theta'|w_2^2(s, \alpha^1|\theta'))$ is strictly positive and $\mu_s | \alpha^1$ is a probability distribution on $\Theta$.

A Perfect Bayesian Equilibrium is a set of strategies and beliefs that at any stage of the game we have an optimal strategy, conditional on the beliefs that are obtained from the game using Bayes rule. Perfect Bayesian Equilibrium is always Nash Equilibrium, but not the other way around. Given the players’ beliefs, the strategies must be sequential, i.e. at each information set the actions taken must be optimal \cite{30}.

Nguyen et.al \cite{27} described the network security problem as a many non-zero sum games that are played in a sequence by the attacker and the defender. Nguyen et al. observed this type of game as a fictitious play, because the participants did not know the previous actions of their opponents. The authors observed the influence of the so called error probabilities in the process and they considered the implementation of a sensor system based on two main scenarios: (a) each player knows the error probabilities, and (b) none of them knows it. Other authors also considered the fictitious play in their analysis. For example, in \cite{22}, Luo et al. proposed a model to handle uncertainty between one attacker and the attacked object. In a similar way Liu et al. \cite{21} developed a Bayesian game in a wireless network. Each node was assigned a transition probability and two schemata were discussed: a fictitious and a gradient play, as the players amend their probabilities at the end of each stage.

### 3.2.2 Incomplete and Imperfect Information

Incomplete and imperfect information implies that at least one player is not aware of the previous actions and payoff functions of the other players. Depending on the methodology the different authors use, there might exist two main categories: Dynamic games of Incomplete and Imperfect information using a Bayesian approach and Dynamic games of Incomplete and Imperfect information using the non-Bayesian approach.

### 3.2.3 Dynamic games of Incomplete and Imperfect information using a Bayesian approach

One possible representation of these types of games is the Two-player hybrid Bayesian type of a game, the players amend their beliefs about the type of the their opponent. The solution of the game is a sequence of optimal one-stage strategies, based on the new beliefs. For example, in \cite{21} the authors suggest several possible solutions with the Bayesian approach to solve a game with incomplete and imperfect information. Each player tries to maximize his return function and the game has a mixed-strategy Perfect Bayesian Equilibrium. They considered a novel Bayesian hybrid detection approach and the Equilibrium strategies is helpful for reducing energy and resources on one hand and to find highest payoff for the hybrid detection approach on the other.

### 3.2.4 Dynamic games of Incomplete and Imperfect information using a non Bayesian approach

The authors in \cite{39} designed a model of interaction between the hacker and the defender. They suggested that this model could be represented as a repeated game of incomplete information. The solution of their game was made with linear algorithms and they provided a deep insight of the Bayesian and Nash Equilibriums. They also suggest that the Mini-Max Theorem \cite{29} and the linear programming \cite{22} can be used to solve this kind of two-player zero-sum game. Additional research for these type of games is made in \cite{3}, \cite{27} and \cite{30}.

## 4 OTHER RELATED WORK

Game theories are a useful tool for modeling and predicting the behavior of the attackers and the defenders in the network. There are many challenges involved when we have to find the solution of the game or the Equilibrium, because of computational problems, data availability, or practical implementation of the different stochastic games. Although all of the upper mentioned authors dedicated their research to formulating the problem as a strategic game, there are many challenges because of the difficulties in measuring the risk, the resources and all factors, involved in the process.

Sallhammar, et al. \cite{33} and proposed an approach of integrating reliability and cyber security. They implemented a stochastic game to predict the hackers’ behavior. The basic idea is to evaluate the connection between hacker and administrator as a two-player zero-sum game. They were able to analyze each state and to model the relationship between
the sets of the system of states and each single state in the stochastic game model. Then, they have calculated the transition probabilities and solved the Markov model.

Hansman and Hunt [12] proposed a taxonomy involving four distinct dimensions. As a whole their classification system covers network and computer attacks, providing assistance in network security by improving the consistency in the language which is describing the different types of attacks. They suggested that a reliable language with detailed description of the distinct attack types, can ameliorate the system. The first dimension is helping the administrator to categorize the attack, the second dimension stresses on the classification of the targets. The third dimension represents the process of grouping in different vulnerability levels. The final dimension describes the potential effects that will be involved before the final action.

Hausken [11] also used a strategic reliability approach to describe the game model. His work recommends different techniques, depending on the type of the network. He uses Markov analysis to repeated games and studies the strategic defense of a system, which has been targeted by multiple attackers. Hausken takes into account the essential dissimilarities of the network elements and considers several parallel and complex series of defensive techniques. In [10], the authors describe the optimality process of a possible interaction between the hackers, depending on the information structure and availability. They consider a process of building a shared information platform among the hackers so that the hackers can be aware of the level of vulnerabilities among the different protected systems. That implies that the weakest systems will be targeted and there are better chances of a successful attack on the protected system.

Kjaereland [16] proposed a taxonomy of cyber-intrusions to profile cyber-criminals and victims. He’s major insight is an emphasis on the examination of both the attacker and the defender. He also focuses on reported cyber intrusions by Computer Emergency Response Team CERT. These attacks were analyzed using facet theory and multidimensional scaling (MDS) represented by the following categories: a Method of Operation, Target, Source, and Impact. He concluded the paper by comparing the incidents of commercial versus government attacks and stressed the importance of understanding intrusions.

5 CONCLUSION

This paper demonstrates a promising future application and efficiency of the game theory. Additional research needs to be done in analyzing the strategies and the solutions of the players, according to the different informational structure in cyber security. Furthermore, there is the existence of different challenges associated with the theoretical framework and the practical application of the possible variety of games. It can be stated that there are some problems in quantifying the diverse factors that define the game. So far, the applied research on game theories has been limited to the computation of the Nash Equilibrium and the use of other related classical theories. However, new and advanced methods need to be implemented to account for the fast developing cyber environment and the innovative strategies, invented by the attackers nowadays. Firewalls and other intrusion detection mechanisms may be useful for our basic protection, but new and high-tech software and hardware applications are needed in order for the administrator to be able to create a quick and adequate response to each possible attack.
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